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Abstract — Identification of cancer and classification for diagnostic and prognostic determinations is generally based on 

pathological analysis of tissue sections, resulting in particular interpretations of data. For the determination of accurate 
identification of cancer subtypes, several studies have been directed recently in order to identify genes which force creates 
cancer. However, gene classification is a new research area poses new challenges owing to its distinctiveness of problem. 
Different gene selection and gene classification methods are existing. Gene selection consists of exploring for gene subsets 
which are able to differentiate tumor tissue from normal tissue.  
 
Conventional classification techniques are greatly dependent on the morphological appearance of tumors, parameters 
that are attained from clinical observations, and other biochemical techniques. Their applications are controlled by the 
uncertainties present and their prediction accuracy requires additional improvement. Deoxyribonucleic or DNA 
microarray technologies yield cancer researchers a new technique to examine the pathologies of cancer from a molecular 
angle right under a systematic framework, and furthermore, to extract more accurate prediction in prognosis and 
treatment. Some major issues related to cancer classification using microarray data are: robustness of gene selection and 
gene ranking, understanding of issues related to feature selection and performance evaluation of the selected genes.  
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I. INTRODUCTION 

 
The survey of literature is based on several techniques for the classification of microarray data 
into normal or abnormal. In order to ease radiologist's assessment and the classification of cancer, 
various techniques have been proposed by researchers for the past two decades. Early detection 
of cancer from microarray data depends on the feature extraction and expert analysis of data. 
Micro array data analysis has been efficiently employed in a number of investigations over a 
wide group of biological disciplines, which consists of cancer classification by class 
identification and prediction, detection of the unknown effects of a particular therapy, 
recognition of genes that are suitable for a particular diagnosis or therapy, and cancer 
identification [10]. 
 
Many algorithms have been developed for the recovery of data, as it is not economic and time 
consuming for the purpose of repeating the experiment. Cancer classification is important for the 
consequent diagnosis and treatment. In the absence of the correct detection of cancer types, there 
is little possibility to offer helpful therapies and accomplish anticipated results. Several 
techniques are used for the classification of cancer. Here, a brief introduction is given for various 
approaches used for gene selection and classification. Also the motivation, objectives, and 
contribution of the present research work are discussed. 
 

II.  REVIEW OF GENE CLASSIFICATION SYSTEMS 
 

An accuracy based effective ensemble approach for gene classification [1] has been proposed. In 
this, feature selection models are used to mitigate the effect of over fitting. From, the biological 
point of view, the choice of feature selection methods that preserve the semantics of the features 
‘genes’ and further select more informative & relevant features. The method enhances better 
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accuracy and applies the technique to more cancer types. It has been testing the performance of 
the total ensemble rate, base classifiers error, Area under curve (AUC) and Bayesian credible 
interval (BCI) are calculated and are performed against three benchmark cancer datasets; namely 
leukaemia, colon and breast cancer datasets. Moreover, this can be applied to multiclass datasets. 
 
An approach to analyse microarray datasets and classify cancer diseases [2] has been proposed, 
for feature selection that employs Information Gain and uses genetic Algorithm for feature 
reduction and finally utilizes Genetic Programming for cancer disease classification. The method 
improves classification accuracy of cancer classification by reducing the number of features and 
preventing the Genetic Algorithm (GA) from being trapped in a local optimum. It has been 
verified by considering seven cancer Gene Expression (GE) datasets and for each test two 
important measures are used for observational assessment of the performance evaluation as a 
number of selected genes and predictive accuracy on selected gene. 
 
A novel hybrid evolutionary algorithm in- telligent dynamic genetic algorithm (IDGA) [3] is 
proposed. It mainly consists of two steps, a score-based method is used to reduce the 
dimensionality and provide statistical significant genes to the next. In the second, scoring 
methods are used, the Fisher score and the Laplacian score. Next an integer-coded genetic 
algorithm with variable-length genotype, adaptive parameters and modified genetic operators is 
proposed. The method was performed independently on each dataset using either of the filter 
methods separately. Three widely used classifiers, namely, Support Vector Machines (SVM), 
Naïve Bayes (NBY), and K-Nearest Neighbor (KNN) are used to measure the performance of 
IDGA. The IDGA are performed independently seven times for each dataset and the results after 
each run are evaluated using leave-one-out cross-validation (LOOCV) for assessing the 
performance. 
 
A weighted graph based-GEG classifier for classifying microarray datasets [4] has been 
proposed, the main contributions of the method is ability to classify samples to the corresponding 
class and detect out-of-class samples, and it is effective in clinical diagnostic applications 
because it reduces the rate of detecting false-positives.   
 
The Robust principal component analysis (RPCA) [5] is applied to extract a subset of genes 
associated with a special biological process and SVM is used to classify the tumour samples 
based on the extracted features. A modified method is also proposed to enhance the classification 
performance based on RPCA and linear discriminate analysis. Three kinds of measures are used 
to evaluate the performance of the method, the first measure is the leave-one-out cross-validation 
performance is estimated and the second one is the accuracy which measures the classification 
performance by using the percentage of correctly classified samples. The third one is the Area 
under Curve of Receiver Operating Characteristic (ROC) which is suitable for evaluating the 
performance of binary classification.  
 
A novel hybrid feature selection strategy [6] which combines the Mutual information 
maximization (MIM) and the Adaptive genetic algorithm (AGA) and name it as MIMAGA-
Selection algorithm, to eliminate the redundant samples and reduce the dimension of the gene 
expression data for classification and the reduced gene expression data set provided highest 
accuracy compared to traditional algorithms. The classification accuracy rates comparison with 
other existing feature selection algorithms shows the effectiveness of the MIMAGA-Selection 
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algorithm. The time complexity of the MIMAGA-Selection algorithm can be largely improved 
on cloud platforms.   
 
A hybrid gene selection approach, namely Genetic Bee Colony algorithm [7] combines the use 
of a Genetic algorithm along with Artificial Bee Colony algorithm. It can be used to solve 
classification problems that deal with high dimensional datasets. The algorithm, adopts four 
modifications of the original ABC algorithm in order to combine the exploration and exploitation 
capabilities of the GA and the ABC algorithm. First, it pre-processed the microarray dataset 
using an mRMR filter method to reduce the computational time and cost of the classic algorithm. 
Algorithm is improved by adding a uniform crossover operation and subsequently increased the 
number of scout bees to improve the movement speed. The GBC considered as a general 
framework that can be used to solve various optimization problems. 
 
Techniques for Mining Gene Expression Data Focusing Cancer Therapeutics: A Digest [8] 
reviewed conventional and advanced techniques in gene expression data analysis from cancer 
perspective. Previously, the complicated genetic disease is diagnosed by non-molecular 
characteristics like kind of tumor tissue, clinical phase and pathological characteristics. Currently, 
such diseases are diagnosed through microarray data expressions. Various algorithms such as 
hierarchical clustering, k-means clustering, principal components analysis, and discriminate 
analysis and classification tree based gene expression data analysis was employed for effective 
disease diagnosis. 
  
A hybrid technique namely, designing a fuzzy expert system using microarray data classifier [9]. 
To find the membership function, an algorithm, Ant Bee Algorithm (ABA), was presented, 
combining the benefits of two optimization algorithms, Ant Colony Optimization (ACO) and 
Ant Bee Colony (ABC). For the detection of informative genes, Mutual Information is utilized. 
The accuracy of the classification was improved, as the classifier had minimum false positive 
rate and large discrimination power. Although the accuracy is improved, a large number of genes 
can increase the error rate. 
 

 
III. CONCLUSION 

 
A summary on cancer classification system using microarray data carried out by earlier 
researchers is presented. It is evident from the literature survey that the classification of 
microarray data was mainly based on statistical based features. Several methods are used for the 
classification of cancer. In this work, cancer classification technique uses the machine learning 
approaches like Genetic and Evolutionary Algorithms such as Ensemble approach, hybrid 
evolutionary approach, MIMAGA approach and Genetic Bee Colony Algorithm and so on are 
discussed. Further, advanced algorithms to be commence in order to obtain better gene selection 
for cancer classification and the performance of the classification is measured with the metrics 
such as detection rate, false alarm rate (FAR) and accuracy.  
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